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But how does a plant cultivate its 
protective microbiome? The groups 
of Sheng Yang He at Michigan State 
University, USA, and Xiufang Xin at 
the Chinese Academy of Sciences at 
Shanghai discovered a gene network 
in Arabidopsis that is necessary for the 
maintenance of a healthy population of 
microbes within the hollow spaces of 
leaves (Nature (2020) 580, 653–657). 
In previous research studying the 
genetic foundations of Arabidopsis’ 
susceptibility to pathogenic bacteria, 
the researchers had noticed that one 
quadruple mutant of Arabidopsis had 
an abnormal population of endophytes 
and showed signs of disease, while the 
epiphytes, the microbes living on the 
leaves, were normal. The mutations in 
this strain disrupt the plant’s immune 
system as well as its control of 
hydration level within the leaves. 

In order to strictly prove the causal 
connection between the disrupted 
gene network, the composition of the 
microbiome, and plant health, He’s 
group developed a germ-free growth 
micro-chamber for their mutant and 
wild-type plants. Starting from sterile 
leaves, they could then add tightly 
controlled populations of microbes and 
observe their effects. 

In their comprehensive study, He, 
Xin and colleagues established that 
the plant’s health depends on both 
the genetic set-up and the healthy 
set of endophytic microbes. In the 
mutant, even an inoculation with the 
good germs doesn’t restore health. 
Conversely, transplanting a sick 
microbiome to a plant with the intact 
genes can make it sick. The authors 
compare the resulting plant disease 
to irritable bowel syndrome (IBD) in 
humans and also describe it as a 
dysbiosis of the phyllosphere. 

The researchers hope that this work 
will ultimately help to feed the world. 
“Understanding how plants select 
good microbiota against harmful 
microbiota, together with microbiota 
surveys in fi eld settings, such as those 
conducted by Koskella, may one day 
lead to innovative solutions to optimize 
phyllosphere microbiota for plant heath 
and productivity,” He comments.

Three-way trading 
Out in the fi elds, plants not only have 
a wider range of microbes to contend 
with but also the all-important insects 

that add to the complexity of the 
ecological network. Parris Humphrey 
at Harvard University and Noah 
Whiteman at the University of California 
at Berkeley, both in the USA, have 
recently characterised the three-way 
interaction between a plant, Cardamine 
cordifolia (Brassicaceae; bittercress), 
its leaf microbiome, and an insect 
herbivore, the common leaf-mining fl y 
(Scaptomyza nigrita), and discovered 
both an increase and a composition 
shift in the leaf microbiome in plants 
affected by the herbivore (Nat. Ecol. 
Evol. (2020) 4, 221–229). The shift 
favoured Pseudomonas syringae 
strains which may or may not be 
pathogenic to the plant. In a recent 
Dispatch, Wenke Smets and Britt 
Koskella discussed this work in terms 
of herbivory inducing dysbiosis in the 
plant leaves (Curr. Biol. (2020) 30, 
R412–R414). 

In another example of ternary 
ecological interactions happening 
on plant leaves, the group of Sybille 
Unsicker at the Max-Planck Institute for 
Chemical Ecology at Jena, Germany, 
studied the development of gypsy moth 
caterpillars (Lymantria dispar) on poplar 
leaves (Populus nigra) infected by the 
rust fungus Melampsora larici populina, 
based on the observation that infected 
trees are more likely to be attacked by 
the insect larvae (Ecol. Lett. https://
doi.org/10.1111/ele.13506). The 
researchers found that the caterpillars 
are attracted to infected leaves and 
prefer these over uninfected leaves 
because they detect the sugar alcohol 
mannitol emitted by the fungi. As they 
develop more quickly on infected 
leaves, the authors conclude that at 
least the young larvae consume fungal 
spores in addition to leaf material. 
Nutritional benefi ts include greater 
levels of total nitrogen, essential amino 
acids and B vitamins present in fungal 
tissues. 

Life on plants with its multiple 
interactions across kingdoms is an 
important factor determining the life of 
the plants hosting it. Our management 
of plant life from agriculture through 
to conservation should be based on a 
better understanding of these complex 
networks. 

Michael Gross is a science writer based at 
Oxford. He can be contacted via his web page 
at www.michaelgross.co.uk
Thoughtful feelings

Joseph E. LeDoux1,2,3

I have researched how brains detect 
and respond to danger for most of 
my scientifi c career. Because the 
neural circuits involved are shared 
between humans and other mammals, 
information about how these circuits 
work in them is relevant to how they 
work in us. But there is disagreement 
about what this means, especially 
for human emotions. Resolving 
the issue is important, not only for 
understanding what emotions are, 
but also for developing effective 
treatments for emotional disorders. 
In a previous My Word debate, 
moderated by Leonard Mlodinow, 
Ralph Adolphs and Lisa Feldman 
Barrett argued their different views 
about emotions [1]. Here, I offer my 
take on this topic, and especially on 
emotional consciousness, building on 
a recent My Word I wrote about how 
conscious experiences emerge from 
non-conscious processing [2].

Darwin the psychologist
In his 1872 book, The Expression 
of Emotions in Man and Animals, 
Charles Darwin extended his theory 
of evolution to include emotions 
[3]. He adopted the common-sense 
notion of emotions as states of 
mind that cause us to respond in 
characteristic ways — for example, 
fear causes us to fl ee from danger. 
And because emotional states of 
mind enhanced the fi tness of our 
mammalian ancestors, these mental 
states were selected for and passed 
on to us. It follows that we can use 
behaviors that typically occur in 
dangerous situations to know when 
humans and other mammals are 
feeling fear. Darwin astutely noted 
that cross-species transmission of 
mental states would have to take 
place by way of conserved features 
of the nervous system. Knowledge 
about the brain was limited in Darwin’s 
day, and he had little to say about the 
brain regions or circuits that might 
be responsible for the inheritance of 
emotions. Fast-forward to the present.
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much as the Darwinian logic suggests. 
The amygdala fear center
Modern research has helped fi ll in the 
neural part of Darwin’s hypothesis. 
The brain area called the amygdala 
is often said to be the ‘fear center’ 
we’ve inherited from our animal 
ancestors. In the presence of danger, 
a biologically inherited feeling of fear 
is presumed to be unleashed within 
the amygdala, and this causes the 
expression of so-called fear behaviors 
(for review, see [4–6]). The fear center 
idea appears in countless scientifi c 
papers and books, and also in novels, 
plays, movies, and songs, and in 
popular writings about how to tame 
your fears, succeed as a stock trader, 
and lead a happier life. It is nothing 
short of a cultural meme.

Work by me and others [4–7] on 
how the amygdala detects and 
responds to danger in rats has added 
quite a bit of fuel to this memetic fi re. 
But I actually don’t think that feelings 
of fear are made by the amygdala, 
and I have made a concerted effort 
to clarify this in recent years [4–6]. 
Some of the factors that underlie my 
position are these.

Because we often feel afraid 
when we are freezing to a snake or 
running from a bear, we, like Darwin, 
intuitively assume that fear causes 
the responses. But when we do this, 
are we confusing correlation with 
causation? A number of studies have, 
in fact, shown that fearful feelings 
and fear responses are not as tightly 
coupled as we imagine. But they 
should be if they are both products 
of the amygdala. Indeed, recent brain 
imaging fi ndings show that amygdala 
activity is more strongly correlated with 
threat-elicited body responses than 
with subjective experiences of fear [8]. 
Moreover, when threatening stimuli are 
presented to people subliminally — for 
example, using quick exposures and 
other techniques — in brain imaging 
studies, the amygdala is activated 
and body responses are elicited. 
But the participants do not have any 
awareness of having seen the stimulus, 
and do not report feeling fear, which 
they should do if amygdala activity 
is what makes fear. And while body 
responses to threats are disrupted in 
people who have suffered damage to 
the amygdala, they can sometimes 
report feeling fear — which should not 
happen if the amygdala makes fear.
R620 Current Biology 30, R617–R634, June 
Together, these fi ndings suggest 
that the amygdala is indeed wired by 
evolution to detect and produce body 
responses to certain kinds of threats, 
but that it is not required to feel fear. 
For these and other reasons, I have 
argued that the amygdala’s role in 
detecting and responding to threats is 
more appropriately considered in terms 
of a non-conscious defensive survival 
circuit than a conscious fear circuit 
[4,5].

The amygdala has such a prominent 
presence in discussions about fear 
because most research has focused on 
predatory defense responses, which 
depend, in part, on amygdala circuits. 
But the fact is, fear of bodily harm 
can result from many other kinds of 
events in life besides predators. Lack 
of food or water can cause us to fear 
starvation or dehydration; extreme 
low temperatures can cause fear of 
death by hypothermia; the news that 
you have a life-threatening disease 
elicits fear, as does the mere possibility 
of illness during an outbreak of a 
contagious virus. Additionally, fear 
can result from political instability, 
economic loss, social abuse, or 
existential concerns. Not all of these 
fear triggers depend on amygdala 
circuits, and even for those that do, the 
amygdala plays an ancillary rather than 
an essential role in fear. Also worth 
noting is that the amygdala is not the 
only brain area involved in defensive 
behavior, and that it contributes to 
a variety of behavioral and cognitive 
functions that have nothing to do with 
danger.

A cognitive approach to emotion 
My alternative to the standard fear 
center hypothesis is this. When 
one faces certain kinds of danger, 
defensive responses like fl eeing or 
freezing can co-occur with feelings 
of fear, not because the neural 
processes underlying these two kinds 
of events are intimately entwined in 
the amygdala, but instead because the 
events have the same starting point — 
a threatening stimulus that enters the 
brain through the visual (or some other 
sensory) system. From there, the paths 
underlying the responses and feelings 
diverge.

Visual connections to the amygdala 
trigger innate behavioral responses, 
8, 2020
The conscious feeling of fear, on 
the other hand, results from visual 
connections to cognitive circuits of 
the prefrontal cortex, where diverse 
kinds of information are integrated in 
the process of creating the conscious 
feeling of fear [5–8]. While the effects 
of amygdala activation can indirectly 
affect the resultant feeling, they do not 
themselves make the feeling. To feel 
fear, all that is needed is a cognitive 
interpretation (a belief) that you are in 
danger [5,6].

The notion that emotion involves 
cognition is counterintuitive to some. 
Cognition is about thinking; emotion 
is about feeling. Why would we need 
cognition to feel fear? But whether an 
idea is consistent with our intuitions is 
irrelevant — we wouldn’t need research 
if commonsense were suffi cient to 
understand nature. Research, in fact, 
has made the cognitive approach to 
emotion a leading perspective today 
[9–11].

Cognition and consciousness
But let’s dig deeper. If I am correct, 
understanding the cognitive basis of 
emotional experience is a subset of the 
problem of understanding the cognitive 
foundations of consciousness. What 
you are conscious of at any one 
moment is believed to refl ect the 
contents of working memory, a mental 
workspace that underlies the control 
of thought and action [12]. Most 
research on working memory has 
used visual stimuli and has focused on 
interactions between areas of visual 
cortex and prefrontal cortex. The key 
area of prefrontal cortex involved is the 
dorsolateral region [13], which is also 
the main prefrontal region implicated in 
visual consciousness [14,15]. 

In a previous My Word [2], I 
suggested that the dorsolateral 
prefrontal cortex integrates inputs 
from visual cortex and temporal 
lobe memory circuits to transform 
meaningless sensations into 
meaningful perceptual experiences 
of objects in complex contexts. 
I also noted that the dorsolateral 
area receives indirect inputs from 
memory circuits by way of other 
prefrontal regions, providing additional 
conceptual tools for understanding 
the stimuli we encounter in life. For 
example, the ventromedial prefrontal 
area, which connects with the 
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Figure 1. Memories, schemas, mental models, and conscious experiences. 
Conscious perceptual and emotional experiences are both proposed to depend on antecedent 
non-conscious states, including memories, schemas, and mental models (i.e. metacognitions).  
But emotions have antecedent components lacking in non-emotional experiences. The states 
shown represent neural events that follow processing by sensory cortex. Brain and body states 
that are elicited in some instances of some emotions are proposed to affect an emotional experi-
ence by infl uencing the content of the active emotion schema. Although the arrows depict infor-
mation fl ow from lower to higher levels, each level connects with its immediate antecedent level, 
and in most cases, with other lower levels as well.
dorsolateral region, receives inputs 
from memory circuits and has been 
implicated in processing schemas 
[16]. These are collections of semantic 
memories about recurring objects and 
situations. The schema components 
active in the moment serve as non-
conscious conceptual templates for 
understanding present stimuli in the 
context in which they are embedded, 
and in relation to the person’s needs 
and goals. 

Another prefrontal region of interest 
in relation to conceptualization 
capacities is the frontal pole (also 
known as polar, anterior, or rostral 
prefrontal cortex) [2,5,15,17–19]. 
The lateral part of the frontal pole 
is considered a unique human 
specialization and is especially 
important in higher cognition. It has 
minimal if any sensory inputs, and 
instead is extensively connected 
with memory circuits in the temporal 
and parietal lobes, and with other 
prefrontal areas that are also 
connected with memory circuits, 
including the schema-forming 
ventromedial area. Consistent with 
these connections, the lateral frontal 
pole has the greatest conceptual 
prowess of any brain area; it has been 
implicated in hierarchical relational 
reasoning, stimulus independent 
thought, subjective metacognition, 
mentalizing and recollecting about 
one’s self, prospective memory, and 
introspection.  

I propose that the dorsolateral 
region and the lateral frontal pole 
integrate non-conscious object and 
context schemas to form mental 
models (Figure 1). Here, a mental 
model is conceived of as a non-
conscious (implicit) metacognitive 
representation that conceptualizes 
the present situation, predicts 
future outcomes, and exerts top-
down control over other cognitive 
processes. It is noteworthy that the 
dorsolateral region and the lateral 
frontal pole have been proposed to 
be components of a higher-order 
network that underlies perceptual 
consciousness [2,5,15]. How non-
conscious memories, schemas, and 
mental models might contribute to 
conscious perceptions is depicted in 
Figure 1 (other cortical circuits that 
may also contribute are discussed 
elsewhere [2]).
Emotional and self schemas
What about emotion? The core of my 
idea is that regardless of whether an 
experience is an emotional or non-
emotional one, the same general 
cognitive processes and circuits are 
involved [2,5,6]. The difference, I 
suggest, is that the cognitive circuits 
work with different information in 
emotional versus non-emotional 
situations.

When a threatening stimulus, say 
a snake, is encountered, visual and 
memory circuits, including perceptual 
schema circuits, will be engaged to 
identify what the object is in light of the 
situational context. These memories 
contribute to the non-conscious 
mental model that underlies conscious 
emotional experience, but two 
additional kinds of memory schemas 
are also important [5,6] (Figure 1).

The fi rst is an emotion schema. 
For example, your ‘fear schema’ is 
the collection of memories that you 
have accumulated about things and 
situations that you have come to 
Current B
know of as dangerous, what typically 
happens in danger, and how people 
typically act. But a fear schema is not 
simply a perceptual ‘object-in-context’ 
representation focused on dangerous 
stimuli. It defi nes the conceptual 
space of an emotional experience by 
providing prescriptive information — 
that fear is what people feel when in 
danger [10]. While the amygdala is 
activated in some forms of danger, its 
effects on conscious fear experiences 
are mediated by their impact on the 
active fear schema.

The other kind of schema that 
contributes to an emotional experience 
is a ‘self-schema’ — the collection of 
memories you have accumulated about 
yourself. These are autobiographical 
memories that include semantic 
information about you, but also 
episodic memories about your personal 
relationship to various kinds of 
experiences that you have had in your 
life — for example, how you typically 
act and feel when in danger. Most 
important, your self-schema makes an 
iology 30, R617–R634, June 8, 2020 R621
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experience feel as if it is happening to 
you. Self-schema can also be involved 
in non-emotional situations, but they 
play an especially important role in 
emotions. For example, to feel fear in a 
dangerous situation your fear schema 
has to defi ne the situation as fearful, 
and you have to be aware that it is you 
who is in harm’s way. In other words, 
you have to be part of the subject 
matter of the dangerous experience in 
order to feel fear. 

The relation of self to consciousness 
is complex. Conscious experience 
requires some involvement of the 
self — this makes it possible for you 
to know when you are consciously 
experiencing something: knowing 
that you are looking at an apple, for 
example. But emotions require that you 
also know that it is you that is having 
the experience — that it is you that is 
going to be bitten by the snake. The 
distinction can perhaps be understood 
as one between a noetic self (a factual 
semantic self of the moment) and an 
autonoetic self (a refl ective self with 
a personal past and future) [5,6,20]. 
Not all conscious experiences that 
involve autonoetic self-awareness 
are emotional experiences. But one’s 
autonoetic self — as characterized 
by one’s momentarily active self-
schema — is always part of an 
emotional experience [5,6]. 

The brain circuits underlying fear 
and self-schemas are not as well 
understood as the circuits involved 
in perceptual schema. But clues are 
available. Several prefrontal areas 
have been implicated in emotional 
processing, including medial prefrontal 
areas (ventromedial, orbital, and anterior 
cingulate) and the insula cortex [5]. Each 
of these areas receives inputs from 
memory circuits, and from the amygdala 
and other subcortical circuits involved 
in body homeostasis. The same areas 
(and others) have been implicated in 
aspects of self-processing, including 
the sense of ownership of mental states 
[5]. Circuits involving medial prefrontal 
and insula cortical areas conceivably 
contribute to the construction of 
emotion and self-schemas. 

Mental models and emotional 
experiences
As in conscious perception, 
conscious emotion requires another 
step. Momentarily active emotion and 
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self-schemas have to be integrated 
to form an emotional mental model, 
a non-conscious representation 
that shapes the content of 
conscious emotional experiences 
(Figure 1, right). 

Each of the putative emotion and 
self-schema circuits mentioned above 
interacts with both the dorsolateral 
prefrontal area and the frontal pole, 
making these excellent candidate sites 
for the emotional mental model. For 
emotional experiences, however, the 
frontal pole may be especially important. 
In addition to its roles in higher 
cognition mentioned above [17–19], the 
frontal pole is also involved in various 
aspects of emotional regulation and 
self-processing (reviewed in [19,21]). It 
seems well suited for conceptualizing 
the relationship of one’s self to 
emotional situations. 

According to the higher-order 
theory of consciousness, conscious 
experiences depend on higher-order 
mental states [5,6,15], especially 
metacognitive states [22]. Higher-order 
states, though, are not conscious; they 
are the penultimate non-conscious 
states that precede conscious 
experiences. The perceptual and 
emotional mental models depicted in 
Figure 1 are in effect non-conscious 
metacognitive higher-order states. 
While this leaves open the question 
of how a conscious experience itself 
comes about, identifi cation of the 
neural circuits instantiating the mental 
models would, if this idea is correct, 
leave us just one step removed from 
the neural basis of the conscious 
experiences themselves. 

Emotions, words and experiences
Emotion words categorize emotional 
experiences and provide conceptual 
anchors that help us understand and 
remember our experiences [5,9,10,23]. 
These labels are not required to feel 
emotionally aroused, but are required 
to feel the emotion named by the 
label. A distressed young child, lacking 
specifi c emotion words, cannot 
experience herself as being in a state 
that an older child experiences as 
fear when her mental model, drawing 
upon her emotion and self schemas, 
conceptualizes her experience that way.

But even in adults the non-conscious 
underpinnings of emotions are not 
always precise enough to produce an 
, 2020
experience that is clearly identifi ed 
with a common emotion word. One 
may feel uncomfortable, concerned, 
or distressed in a situation, and not 
progress to something more specifi c. 
But as the situation unfolds and more 
information is collected, it is also 
possible that a vague feeling may 
turn into one labeled and experienced 
as fear, which might, with additional 
information, morph into anger or 
jealously, or to relief. 

To an observer who only has access 
to your outward behavior, it may 
seem you are not feeling what you are 
experiencing. But if fear is what you 
feel in the moment of the experience, 
you feel it, regardless of what it looks 
like from the outside [5]. Your fi rst-
person knowledge of why you are 
feeling what you are feeling is less 
reliable, however, than the fact that you 
are feeling that way. Also, your memory 
of what you experienced in the past is 
less reliable than what you consciously 
feel in the moment. 

Emotions are personal and cultural, 
not universal, states
If each person has unique emotion 
schemas and self-schemas, and thus 
unique emotional mental models, 
emotional experiences must differ 
across individuals. This idea, that 
emotions are personalized, goes 
against Darwin’s conclusion that 
emotions are similar in all humans, 
a conclusion based largely on his 
observation that facial expressions of 
emotion are similar around the world 
[3]. But research has questioned the 
idea that emotions are expressed in 
rigid universal ways [9,23]. In fact, 
cultural differences in how emotions 
are expressed and experienced are 
well established [23,24]. 

My view is that situations, rather 
than emotional feelings, are universal 
[5]. For example, because danger 
is a condition of life [5], all people, 
regardless of their cultural background, 
have a conception of danger, and thus 
experience something they name with 
a word that translates into what English 
speaking folks call fear.

Emotion words anchor the unique 
experiences an individual has to others 
in the same culture, and via translation, 
to related experiences of individuals 
in other cultures. But because an 
individual’s emotion and self-schemas 
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and mental models are embedded in 
cultural narratives, people in different 
cultures experience danger in different 
ways. That emotion words can be 
translated across languages does 
not mean that members of different 
cultures have the same experiences. 
Though useful and important, semantic 
translations distort cultural differences 
in underlying meaning.

Implications for mental health
An important consequence of the 
confl ation of the neural basis of 
conscious feelings and body responses 
is the failure of the pharmaceutical 
industry to fi nd new, effective 
medications for treating problems 
related to fear and anxiety [25]. Many 
such studies have used behavioral 
responses in animals to test possible 
treatments, assuming that a drug that 
decreases defensive behaviors, such 
as freezing or escape, in rats or mice 
will be an effective treatments for 
fear anxiety disorders in humans. The 
results from decades of research have 
been so disappointing that the efforts 
have been scaled back. 

But the problem is not with the 
research. It with the widespread 
assumption that disordered fear 
and anxiety are problems that stem 
from pathophysiological alterations 
in circuits that we have inherited 
from our mammalian ancestors. To 
assess whether the circuits have been 
changed by treatments (including 
pharmaceutical and behavioral/
cognitive ones), objectively observable/
measurable symptoms (behavioral 
and physiological responses) have 
generally been preferred over 
subjective experiences, as refl ected 
in self-reports. The latter have been 
viewed as less reliable, in part because 
they sometimes paint a different picture 
than the objective measures. But the 
thrust of what I have argued here is 
that subjective feelings are not an 
optional, less-reliable measure of fear 
or anxiety: they are the fear or anxiety 
that the person experiences. 

Clearly, behavioral/physiological 
symptoms, which can be studied in 
animals, contribute to both normal 
and pathological feelings of fear and 
anxiety [5]. But assuming that when 
these objective symptoms are changed 
subjective/conscious symptoms will 
come along for the ride is not the 
solution. The conscious part, the 
fear or the anxiety itself, has to be 
addressed, and addressed directly; 
otherwise the person will continue to 
feel fearful or anxious. By the same 
token, changing one’s conscious 
symptoms will not necessarily make 
the objective ones go away. In other 
words, the constellation of symptoms 
that occur in a fear or anxiety disorder 
are best viewed as refl ecting a 
federation of neural systems that must 
each be addressed in the treatment 
process [26]. 

Treatment providers presumably 
want their clients/patients to feel better. 
But the dominance of the medical 
disease model, and its emphasis 
on objective symptoms, has, for 
decades, sidelined the importance of 
subjective experience [26]. The good 
news is twofold: consciousness is 
currently a thriving area of scientifi c 
research (see https://theassc.org/), 
and there is growing recognition by 
clinicians that improved subjective 
well-being does not simply follow from 
behavioral/physiological symptom 
reduction alone.  As we go forward, 
the science of consciousness has the 
potential to provide novel insights into 
psychological disorders [6].

Our emotions defi ne our lives 
and our well-being. So long as we 
misconstrue what they are, we will 
be hampered in our efforts to use 
research to fi nd more effective ways 
to relieve emotional suffering. In the 
end, our understanding of emotion 
in the brain is only as good as our 
conceptualization of what an emotion 
is. If we don’t know what we are 
looking for, we will surely fail to fi nd it, 
and will continue to mislead others in 
the process.
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